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Starting off with some shameless self-promotion
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Two of Global Grand Challenges for Society
● Demographic changes in aging 

societies accompanied by the high 
prevalence of Alzheimer’s Disease 
and related dementias are an 
increasing burden (Cheng et al. 2013) 

● 36 million people had dementia 
worldwide in 2010, and this number 
is estimated to increase to 66 million 
by 2030 (Batch & Mittelman 2012) 

● The global cost of dementia in 2010 
was $604 billion (FCA 2016) 

● In U.S. alone, 15.7 million adult 
family caregivers look after a person 
with dementia (FCA 2016) 

● Widespread adoption of Artificial 
Intelligence (AI) risks introducing 
dehumanizing technologies into 
healthcare (Vandemeulebroucke et al. 2018)

● Advances in robotics technology, 
consumer electronics, and tele-
health are allowing some aspects of 
healthcare, and especially eldercare, 
to be automated or delegated to AI 
(Charova et al. 2011, Robotics Today 2015, Szondy 2015, 
Aminuddin et al, 2016, Ackerman 2018, Haselton 2018, 
Camp 2019, McGinn et al. 2019) 

● There is substantive disagreement 
about how to evaluate the moral 
risks and benefits of introducing AI or 
carebots into care settings (Vallor 2011) 



The caregiving burden and the way forward
● Families provide 75% of dementia 

care (Schulz & Martire 2004) 

● At $470 billion in 2013, the value of 
unpaid caregiving exceeded both 
paid home and Medicaid spending in 
that year (FCA 2016) 

● Over 75% of all caregivers are 
female, and they provide care at a 
significant personal cost and risk to 
their own psychological and physical 
wellbeing (Sorensen et al. 2006)

● 10% of dementia caregivers may 
have major depression, and 62% 
minor depression (Schulz & Martire 2004) 

● One of the proposed solutions to 
these challenges is use of carebots
for persons living with dementia

● 3 types of carebots are available: i) 
virtual AI assistive technologies (e.g., 
Jibo, ElliQ, Microsoft HealthBot), ii) 
animal-like carebot companions 
(e.g., PARO, AIBO), and iii) complex 
humanoid carebots (e.g., Pearl, 
NAO, Pepper) 

Crucial question: which carebots have 
the potential to reduce the gap between 
the numbers of caregivers and people 
requiring dementia caregiving? 



Three types of carebots
Animal-like carebot
companions (e.g., 
AIBO)

Desktop AI-
based 
assistive 
technologies 
(e.g., Jibo)

complex humanoid 
carebots (e.g., Pepper)



Ethical issues identified in the debate on carebots
1. Objectification of the elderly as 
“problems” to be solved by technology 
(Sparrow & Sparrow 2006).

2. The potential for carebots to either 
enhance or restrict the capabilities, 
freedom, autonomy, and/or dignity of cared-
fors (Decker 2008)

3. The potential of carebots to enhance or 
reduce engagement of cared-fors with their 
surroundings (Borenstein & Pearson 2010). 

4. The potential of carebots to enhance or 
intrude upon the privacy of cared-fors (Sharkey 

& Sharkey 2010). 

5. The quality of physical and psychological 
care robots can realistically be expected to 
supply (Coeckelbergh 2010)

6. The potential of carebots to either reduce 
or enhance cared-fors’ levels of human 
contact with families and other human 
caregivers (Sparrow & Sparrow 2006)

7. The potential of carebot relations to be 
inherently deceptive or infantilizing (Turkle 2006)



Functional 
Assessment 
Staging (FAST) 
categories
(Reisberg 1988)

Only complex humanoid 
carebots have the 
potential to help in stages 
3 and above

Wang 
et al. 
2017



Empirical Research with Dementia 
Patients, Caregivers and Carebots
Study with ten older adults with mild-to-
moderate dementia and difficulty 
completing activity steps, and their 
family caregivers. Older adults were 
prompted by the robot to wash their 
hands in the bathroom and make a cup 
of tea in the kitchen. Caregivers 
observed interactions.

Positive consequences include 
decreased frustration, stress, and 
relationship strain, and increased social 
interaction via the robot. A negative
consequence could be decreased 
interaction with caregivers. 

Three themes emerged: 
1. Contemplating a future with 
assistive robots, 
2. Considering opportunities with 
assistive robots, and 
3. Reflecting on implications for 
social relationships 

Caregivers identified numerous 
opportunities and were more open to 
robots. Several wanted a robot, if 
available.

Wang et al. 2017



General ethical issues in AI and Carebots
The fields of AI and Robotics have 
grown significantly in recent years, 
which has brought up a range of ethical 
debates, including:
1. How we can make sure that the 
technology implementation is fair & 
transparent?
2. Who should be held accountable for 
negative consequences? 
3. How can AI be programmed to 
behave ethically?



Ethical AI is Necessary for Carebots
Recognizing and responding to Elder 
Abuse or Neglect (protecting 
dementia patients)

● A diagnosis of dementia has important 
ramifications for human dignity as it instantly 
and unavoidably alters social relationships 

● It signals the change from full moral agency 
and equal standing in decision making and 
conversation to being cared for 

● Elder abuse and neglect is far too common 
(Cooper et al. 2008), and some incidents are truly 
shocking (Phillips 2018)

Recognizing neglect/abuse is essential

Recognizing and responding to 
problematic/immoral behaviors in 
dementia patients

● Alzheimer’s in late stages, and 
Frontotemporal dementia in early stages, 
cause disinhibition, social inappropriateness, 
personality changes, hyper-sexuality, and 
hyper-orality (Rascovsky et al. 2011). 

● Markedly impaired socio-moral judgements 
(Manes et al. 2011)

● Antisocial behaviours: physical assaults, 
theft, paraphilia, etc. (Birkhoff et al. 2016)

Recognizing problem behavior is essential



Two Models for Ethical AI show Promise
METHAD (Medical ETHics ADvisor)

In a proof-of-concept study, Meier et al. 
(2022) show how an algorithm based on 
Beauchamp and Childress’ prima-facie 
principles could be employed to advise 
on a range of moral dilemma situations 
that occur in medical settings

They operationalized the principles of 
beneficence, non-maleficence and 
patient autonomy

ADC (Agent-Deed-Consequence)

Dubljevic and Racine (2014)
operationalized virtue ethics, 
deontology and consequentialism

NSF-funded work (#2043612) explores 
whether AI-empowered moral decision 
making is possible (see Dubljevic 2020), and 
whether and under which conditions AI 
can be allowed to make decisions 
affecting humans 

Can be incorporated into a robot that 
can autonomously execute healthcare 
decisions (Pflanzer et al. 2023)



METHAD
• Uses fuzzy logic and 

cognitive maps
• algorithm’s database 

consists of  69 
cases 

• METHAD’s 
predictions were 
compared to 
textbook solutions 
and
ethicists’ judgments

• Principle of Justice
omitted

• Skewed towards 
utilitarian responses



METHAD Training shows promise



ADC model
● Computations encompassing decisions about 

Agents, Deeds, and Consequences. 
● To test this approach (mutatis mutandis for D 

and C), we use [A-2] to represent a strong 
negative designation of a particular agent; [A-
1] to represent a weaker negative 
designation; [A0] when agent information is 
not available; [A+1] to represent a weaker 
(low-stakes) positive evaluation; and [A+2] to 
represent a strong positive evaluation 

● We assume that AI decisions would first be 
instantiated only in morally unambiguous 
(i.e., [A-D-C-] and [A+ D+C+]) situations 



Testing the ADC Model (and PPIMT)
● Via textual input in large-scale surveys 

(Dubljevic, et al. 2018) and 
● Multiple stakeholder groups in more than one 

language (Sattler, et al. 2023)

● However, real-world scenarios don’t come 
with neat text-based descriptions (Brantley & 
Dubljevic 2022)

● We created and tested immersive virtual 
reality experiences (Eskander et al. 2022)

Establishing cross-cultural human agreement 
on the evaluation of the specific sub-components 
of moral decision-making (A,D,C) in audiovisual 
representation of morally salient situations is 
necessary before implementation



Creating new vignettes was hard work
● Experts were asked to comment on, amongst 

other things: 
- The validity of the measures;
- The plausibility of the situations; 
- The clarity of the language. 
● At the end of this process, six moral

dilemmas,
● six qualifying adjectives and three overall

moral evaluation
● measures were selected based on experts’

comments.
● The formulation of the dilemmas was modified

as needed.

Sample low-stakes 
vignette (Syphilis):
After stepping on a bloody 
needle, a man is examined by a 
doctor. During his medical 
examination, the doctor tells the 
man he suspects that the man 
has syphilis. This is a potentially 
life-threatening but curable 
blood-borne and sexually 
transmitted disease. The doctor 
takes a blood sample for further 
testing. 
During the past couple of years, the man has been [A-: cheating on │A+: 
loyal to] his wife. After returning from the doctor’s appointment, he decides 
to [D-: lie to her this time │D+: tell her the truth] about the doctor’s 
prognosis. Two weeks later, the doctor informs him that he is [C-: ill and 
his wife has the first symptoms of syphilis │ C+: healthy and it was a false 
alarm].



RISF Project: Large collaborative grant 
● Developing textual moral scenarios for 

dementia eldercare to be assessed by 
bioethicists and members of the public in 
English and Spanish 

● Developing virtual reality moral scenarios in 
Unity to be assessed by caregivers 

● Conducting interview studies with dementia 
patients and caregivers (about Pepper robot 
interactions).

● Purchase one Pepper unit (“Mass Produced 
Sociable Humanoid Robots” Pandey & Gelin
2018) to implement ADC

● Pepper fosters empathetic connections by 
understanding and responding to human 
emotions.

● The platform, by design, supports creating 
and running various apps, which can be 
developed for domains such as health care

● Easy to add language functions (e.g., 
Spanish) for equitable care

● Running experiments to support/enable 
patient activities based on FAST

The same scenario can be displayed 
across a range of devices.



Further funding targets
Federal funding:
NIH National Institute of Aging

● NOSI: Dementia Care Research: 
Programs and Services for persons 
with dementia (NOT-AG-21-046; 
relating to PAR-22-093 [R01] and 
PAR-22-094 [R21]

● Pragmatic Trials for Dementia Care 
and Caregiver Support R61/R33 
(PAR-21-308)

● Dementia Care and Caregiver 
Support Intervention Research R01 
(PAR-21-307)

Non-government funding:

● Templeton Foundation:
Open Funding Track or Science of Virtue
(https://www.templeton.org/grants/grant-
calendar)

● Greenwall foundation:
Making a Difference in Real-World Bioethics 
Dilemmas (https://greenwall.org/making-a-
difference-grants)

● Industry funding?

https://greenwall.org/making-a-difference-grants
https://greenwall.org/making-a-difference-grants
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